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Variational Inference

Slide credit to – Jeff Miller, Harvard Biostatistics





























Convolutional neural networks: overview

https://www.deeplearningbook.org/contents/convnets.html
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Convolutional neural networks: overview

https://www.mathworks.com/solutions/deep-learning/convolutional-neural- network.html



Convolutional neural networks: convolution operation

https://www.deeplearningbook.org/contents/convnets.html

Imagine a position x taken at a time point t, which are both continuous, 

Suppose this measurement is noisy. To obtain a less noisy estimate of the position, we want a weighted average of recent 
measurements. Using a weighting function ! " , where a is the age of the measurement, 

Generally, sensor inputs are not continuous and most signal processing tasks rely on discretized data—data provided at regular intervals. 
In machine learning, input is generally a multi-dimensional array of data and the kernel is a multi-dimensional array of parameters:

input

convolutional kernel/filter

This operation also exhibits translational equivariance. Let g be a function mapping one image function to another image function that shifts 
inputs to the right by one, 

If we apply the transformation to I, then apply a convolution, the output is equivalent to applying a convolution to I’ then applied the 
transformation g to the output,   

So, a filter applied over an input pattern that is shifted in an image will result in the same convolutional output as the same translational 
transformation applied after the convolutional—translational equivariance. 

https://www.deeplearningbook.org/contents/convnets.html


Convolutional neural networks: 1D convolution

6.036 lecture notes (Leslie Kaelbling)



Convolutional neural networks: 2D convolution

https://www.deeplearningbook.org/contents/convnets.html
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Convolutional neural networks: 2D convolution

https://towardsdatascience.com/a-comprehensive-guide-to-convolutional-neural-networks-the-eli5-way-3bd2b1164a53
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Convolutional neural networks: 2D convolution

https://towardsdatascience.com/a-comprehensive-guide-to-convolutional-neural-networks-the-eli5-way-3bd2b1164a53
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Convolutional neural networks: multi-channel inputs

https://towardsdatascience.com/a-comprehensive-guide-to-convolutional-neural-networks-the-eli5-way-3bd2b1164a53
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Recurrent neural networks: state machine

Recurrence relation w/ external input

https://www.deeplearningbook.org/contents/rnn.html

https://www.deeplearningbook.org/contents/rnn.html


Recurrent neural networks: back propagation through time



Model Interpretability
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Model interpretability: model interpretation overview



Model interpretability: black-box models



Model Interpretability: Four Basic Strategies

• Visualize the filters
• Measure the Gradient of node with respect to the input (Saliency 

Map)
• Choose an input that maximizes a node 
• Perturb Input and See the effect on output
• Others!
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Types of DNN Interpretability

WeightVisualization Surrogate Model Data Generation Example-based

- Filter visualization in Convolutional Neural Networks

- Can understand what kind of features CNN has learned

- Still too many filters!

27“Deep Inside Convolutional Networks: Visualizing Image Classification Models and Saliency Maps”, https://arxiv.org/pdf/1312.6034.pdf

Slides by Beomsu Kim, KAIST



Model interpretability: saliency maps

https://arxiv.org/pdf/1312.6034.pdf

More formally, let Sc(I) be the score of the class c, computed by 
the classification layer of the ConvNet for an image I. We would 
like to find (via backprop) an L2-regularised image, such that the 
score Sc is high,

The procedure is related to back-propagation, but in this case the 
optimization is performed with respect to the input image, while the 
weights are fixed to those found during the training stage.

More concretely, 

Where,

Optimization by gradient ascent

Visualizing saliency 

https://arxiv.org/pdf/1312.6034.pdf


Types of DNN Interpretability

49

Attribution Methods Gradient Based Backprop.Based

- Which training instance influenced the decision most?

- Still does not specifically highlight which features were important

- Influence functions for interpreting black-box methods. Fragility of NN model interpretation. 

Example-based

“Understanding Black-box Predictions via Influence Functions”, https://arxiv.org/pdf/1703.04730.pdf 
“Interpretation of Neural Networks is Fragile”, https://arxiv.org/pdf/1710.10547.pdf

Slides by Beomsu Kim, KAIST



Types of DNN Interpretability

WeightVisualization Surrogate Model Data Generation Example-based

Observation:Connecting to the data leads to sharper visualizations.

34 Slides by Beomsu Kim, KAIST
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