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Onto recitation R10!

A. Spring 2017
Problem 2a-e
Problem 3a,b
Problem 4a-e

B. Spring 2019
Problem 1a-c

C. Spring 2020
Problem 4a-d



Spring 2017: Problem 2



Spring 2017: Problem 2

1 layer conv net

10 classes

Image: 96 x 96 x 3

16 conv filters

16 pools



Spring 2017: Problem 2



Spring 2017: Problem 2

https://ai.stackexchange.com/questions/5769/in-a-cnn-does-each-new-filter-have-different-weights-for-each-input-channel-
or/5771

Piazza post @83, L03: conv neural nets

Image: 96 x 96 x 3

16 conv filters

https://ai.stackexchange.com/questions/5769/in-a-cnn-does-each-new-filter-have-different-weights-for-each-input-channel-or/5771


Spring 2017: Problem 2

https://ai.stackexchange.com/questions/5769/in-a-cnn-does-each-new-filter-have-different-weights-for-each-input-channel-
or/5771

Piazza post @83, L03: conv neural nets

Image: 96 x 96 x 3

16 conv filters

Answer: 
3 x 3 x 3 (need 3 channels for 
each RGB channel) 

https://ai.stackexchange.com/questions/5769/in-a-cnn-does-each-new-filter-have-different-weights-for-each-input-channel-or/5771


Spring 2017: Problem 2



Spring 2017: Problem 2

Image: 96 x 96 x 3
Filter: 3 x 3 x 3

NO zero-padding

https://ai.stackexchange.com/questions/5769/in-a-cnn-does-each-new-filter-have-different-weights-for-each-input-channel-
or/5771

Piazza post @83, L03: conv neural nets

https://ai.stackexchange.com/questions/5769/in-a-cnn-does-each-new-filter-have-different-weights-for-each-input-channel-or/5771


Spring 2017: Problem 2

Image: 96 x 96 x 3
Filter: 3 x 3 x 3

NO zero-padding

Answer: 
94 x 94

https://ai.stackexchange.com/questions/5769/in-a-cnn-does-each-new-filter-have-different-weights-for-each-input-channel-
or/5771

Piazza post @83, L03: conv neural nets

https://ai.stackexchange.com/questions/5769/in-a-cnn-does-each-new-filter-have-different-weights-for-each-input-channel-or/5771


Spring 2017: Problem 2



Spring 2017: Problem 2

Conv Output: 94 x 94 x 16
Pool Output: 47 x 47 x 16
Next Layer: 128



Spring 2017: Problem 2

Conv Output: 94 x 94 x 16
Pool Output: 47 x 47 x 16
Next Layer: 128

Answer: 
47 x 47 x 16 x 128



Spring 2017: Problem 2

FC Layer 1: 128
FC Layer 2: 10



Spring 2017: Problem 2

FC Layer 1: 128
FC Layer 2: 10

Answer: 
128 x 10



Spring 2017: Problem 2

FC Layer 1: 128
FC Layer 2: 10

Answer: 
128 x 10



Spring 2017: Problem 2

FC Layer 1: 128
FC Layer 2: 10

Answer: 
128 x 10

Answer: 
softmax



Spring 2017: Problem 3

ht = v*xt + w*ht-1

Loss = (y - hT)2

h0 = 0



Spring 2017: Problem 3

hT = 1
h0 = 0
ht = v * xt + w * ht-1
x = (0,0,0…,0)



Spring 2017: Problem 3

hT = 1
h0 = 0
ht = v * xt + w * ht-1
x = (0,0,0…,0)

h0 = 0
h1 = v * x1 + w * h0
h1 = v * 0 + w * 0 = 0

h2 = v * x2 + w * h1
h2 = v * 0 + w * 0 = 0

ht = 0 for all t!



Spring 2017: Problem 3

hT = 1
h0 = 0
ht = v * xt + w * ht-1
x = (0,0,0…,0)

Answer:
no parameters exist

h0 = 0
h1 = v * x1 + w * h0
h1 = v * 0 + w * 0 = 0

h2 = v * x2 + w * h1
h2 = v * 0 + w * 0 = 0

ht = 0 for all t!



Spring 2017: Problem 3

y = 2xT
h0 = 0
ht = v * xt + w * ht-1



Spring 2017: Problem 3

y = 2xT
h0 = 0
ht = v * xt + w * ht-1

h1 = v * x1 + w * h0
h1 = v * x1 + w * 0
h1 = v * x1
h1 = 2xT

h2 = v * x2 + w * h1
h2 = v * x2 + 0 * h1
h2 = v * x2
h2 = 2xT



Spring 2017: Problem 3

y = 2xT
h0 = 0
ht = v * xt + w * ht-1

Answer:
v = 2 ; w = 0

h1 = v * x1 + w * h0
h1 = v * x1 + w * 0
h1 = v * x1
h1 = 2xT

h2 = v * x2 + w * h1
h2 = v * x2 + 0 * h1
h2 = v * x2
h2 = 2xT



Spring 2017: Problem 4



Spring 2017: Problem 4

Answer:
a) No – weight values not tied to nt frequency

b) No – lowest validation loss



Spring 2017: Problem 4



Spring 2017: Problem 4



Spring 2017: Problem 4



Spring 2017: Problem 4

y = WT X



Spring 2017: Problem 4

y = WT X

Answer:
No – if X à infinity, Y à infinity



Spring 2017: Problem 4



Spring 2017: Problem 4



Onto recitation R10!

A. Spring 2017
Problem 2a-e
Problem 3a,b
Problem 4a-e

B. Spring 2019
Problem 1a-c

C. Spring 2020
Problem 4a-d



Spring 2019: Problem 1

Gene C

Gene A Gene B



Spring 2019: Problem 1

TF Raw P-val
1 0.003
2 0.006
3 0.020
4 0.045
5 0.600



Spring 2019: Problem 1

TF Raw P-val < 0.01?
1 0.003 Y
2 0.006 Y
3 0.020 N
4 0.045 N
5 0.600 N

Bonferroni threshold : 

< 0.05 / 5 
< 0.01



Spring 2019: Problem 1

TF Raw P-val Rank B-H thresh < thresh?
1 0.003 1 0.01 Y
2 0.006 2 0.02 Y
3 0.020 3 0.03 Y
4 0.045 4 0.04 N
5 0.600 5 0.05 N

B-H threshold : 

< 0.05 * (i / m)
< 0.05 * (i / 5)
< 0.01 * i



Spring 2019: Problem 1



Spring 2019: Problem 1



Spring 2019: Problem 1

Answer:
L1 norm à sends weights to zero



Onto recitation R10!

A. Spring 2017
Problem 2a-e
Problem 3a,b
Problem 4a-e

B. Spring 2019
Problem 1a-c

C. Spring 2020
Problem 4a-d



Spring 2020: Problem 4



Spring 2020: Problem 4

- Common variants == weak effects; rare variants == strong effects

- Weak effects are selected for in enhancers (enhancer activity), non-
coding regions (TF binding sites), regulatory variants, DNAse
regions (accessible chromatin)



Spring 2020: Problem 4



Spring 2020: Problem 4

-lots of architecture options, but likely CNN best choice

-input would be one hot encoded DNA (think PSet 2)
-features of input: 
motifs (discovered from model training on your data)
hardcoded motifs (from literature/prior knowledge)
grammar (motif spacing)

-datasets: ChIP-seq, Dnase accessible site, bound vs non bound for TFs
-no need for dataset to be schizophrenia specific but helps if brain-specific

-meaningful for non-coding variants since operating on the DNA seq



Spring 2020: Problem 4



Spring 2020: Problem 4

- Map non-coding variants to their target genes (using Hi-C, etc.)

- Common variants == weak effects; rare variants == strong effects
- Common variants == non-coding; rare variants == coding

- Need to combine common + rare variants (lots of ways to do this!)



Spring 2020: Problem 4



Spring 2020: Problem 4

- tSNE plot of single cell gene expression data --> clusters of cell types

- Color / superimpose the expression level of some genes on top of tSNE

- Prioritize gene candidates – how do you find some genes that are enriched 
in certain clusters of cells? (without having to try every gene) 


