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Protein Structure Prediction

Has been studied several decades



Methods for Protein Structure Prediction

Template-based 
modeling

• Use a solved structure as 
template to model a protein 
under prediction

• WAS the 1st choice for 
protein modeling

• Not effective for some 
proteins, e.g., membrane 
proteins

Template-free 
modeling

• Previously used when 
no templates in PDB

• Now used unless very 
good templates in PDB



State of the Art Until 2015
• A lot of computing power needed
• Success rate is low even for small proteins



Old method: fragment assembly

https://www.slideshare.net/ag1805x/ab-initio-protein-structure-prediction

Extensive conformation sampling 
needed even for a small protein

https://www.slideshare.net/ag1805x/ab-initio-protein-structure-prediction
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Deep Neural Network

Deep Neural Network
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Protein Distance & Contact Matrix
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Discretize

Distance matrix

Contact matrix



Ideas that work

• Global statistical method for co-evolution 
analysis (in ~2008)

• Deep convolutional residual neural network 
(ResNet) for prediction of residue interaction, 
i.e., contact/distance prediction (in ~2016)

• Transformer-like network for residue-residue 
interaction prediction (in ~2020)



Amino acids in direct physical contact tend to  
covary or “coevolve” across related proteins

...GANPMHGRDQSGAVASLTSVA...

...GANPMHGRDQEGAVASLTSVA...

...GANPMHGRDEKGAVASLTSVG...

...GANPMHGRDSHGWLASCLSVA...

...GANPMNGRDVKGFVAAGASVA...

...GANPMHGRDRDGAVASLTSVA...

...GANPMHGRDQVGAVASLTSVA...

...GANPMHGRDQEGAVASLTSVA...

...VEDLMKEVVTYRHFMNASGG...

...VEALMARVLSYRHFMNASGG...

...VATVMKQVMTYRHYLRATGG...

...VARAMREIGKYAQVLKISRG...

...VPELMQDLTSYRHFMNASGG...

...ADHVLRRLSDFVPALLPLGG...

...FERARTALEAYAAPLRAMGG...

...VPEVMKKVMSYRHYLKATGG...

For example, a  
mutation that causes  
one amino acid to get  
bigger is more likely to  
preserve protein  
structure and function  
(and thus survive) if  
another amino acid  
gets smaller to make  
space



Co-evolution Detection

• Mutual Information does NOT work well
• If amino acid A in contact with B and B in  

contact with C, then A and C probably is 
correlated even if they are NOT in direct 
contact

• Not any two correlated amino acids are in
contact

• Global statistical methods
• Direct coupling analysis (DCA): find a set of 

direct contacts that may explain all observed 
correlation patterns

5



Co-evolution Analysis: 
Model MSA by Graphical Model

The generating probability of a sequence 𝑆𝑆:
𝑃𝑃 𝑆𝑆 = 1

𝑍𝑍
∏𝑖𝑖 𝜙𝜙(𝑋𝑋𝑖𝑖)∏(𝑖𝑖,𝑘𝑘)𝜓𝜓(𝑋𝑋𝑖𝑖 ,𝑋𝑋𝑘𝑘)

1. 𝜓𝜓 encodes residue correlation relationship
2. Infer 𝜙𝜙, 𝜓𝜓 by maximum- or pseudo-likelihood 
3. A special case is Gaussian Graphical Model



References for Global Methods
• Martin Weigt et al. Identification of direct residue contacts in 

protein–protein interaction by message passing. PNAS, 2008

• Burger Lukas and van Nimwegen Erik. Disentangling direct from 
indirect co-evolution of residues in protein alignments. PLoS Comput
Biol, 6(1):e1000633, 2010. Bayesian network model

• Christopher Langmead group. Learning generative models for 
protein fold families. PROTEINS 2010. (pseudo-likelihood)

• Marks DS, Colwell LJ, Sheridan R, Hopf TA, Pagnani A, Zecchina R, et 
al. Protein 3D Structure Computed from Evolutionary Sequence 
Variation. PLoS ONE, 2011. (maximum-entropy)

• Jones group. PSICOV: precise structural contact prediction using 
sparse inverse covariance estimation on large multiple sequence 
alignments. Bioinformatics, 2012. (maximum-likelihood)



Co-evolution Method Limit
Needs a large number of non-redundant sequence homologs

Picture taken from Bioinformatics, Elofsson 2017



Previous Supervised Learning Methods

i j

sequence feature for i sequence feature for j

pairwise features for (i, j)

Neural network, SVM, Random Forests
Deep Belief Networks

prediction for (i, j)

Key issue: ignore the impact of all other residues



Fully Deep Convolutional Residual Neural Network

2018 PLoS CB Research Prize in Breakthrough/Innovation

First time show contact prediction improved by DL
1. Predicted contacts may fold hard targets in CAMEO
2. Work for membrane proteins (Cell Systems, 2017)
3. Work for complex contact prediction (NAR, 2018)



Key Idea for Protein Contact Prediction

1. Model atomic interaction map as 
an image, each atom pair as a pixel

2. Predict all contacts of a protein 
simultaneously

3. Formulate the problem as an 
image semantic segmentation 
problem

4. Apply very deep convolution neural 
network



What’s Convolution?
Pattern Detection & Information Collection



What’s Residual ?

• To predict y from x, first predict 
y-x from x

• Add x and predicted y-x to get y
• y-x is the residual
• Equivalent to add shortcut

between x and y

• This makes it easy to stack many 
convolutional layers together to 
form a very deep network

Convolutional network is old, but residual network invented in 2015



Pairwise Features (L × L × n): 
Mutual information, Direct co-

evolution, contact potential 

Protein Features and Labels
Sequential Features (L × m)

• conservation profile
• predicted local structure

Labels (L × L)
1) Divide inter-residue distance 

into 3 bins: <8, 8-15, >15
2) Imbalanced label 

distribution: O(L) for <8, 
O(L2) for >15

1

2 3

3



Deep ResNet for Contact/Distance Prediction



CASP12 Ranking of Contact Prediction
(Schaarschmidt et al, PROTEINS 2017)

Very Deep ResNet

Co-evolution

Deep CNN by Peng et al



CASP13 Ranking of Contact Prediction
(Courtesy of Dr. Andras Fiser)

RaptorX (our server, very deep ResNet)

Yang Zhang (very deep ResNet)

David Jones (very deep ResNet)

GaussDCA
(co-evolution)

MetaPSICOV (3-layer neural net)



Top L/5 Top L/2 Top L
F1 of long-range contact prediction

AlphaFold 22.7 36.9 41.9
RaptorX 23.3 36.2 41.1
Zhang 21.2 34.1 39.2
RaptorX (post-
CASP13)

27.7 45.1 52.1

Precision of long–range contact prediction

RaptorX 70.0 58.0 45.0
trRosetta (post-
CASP13)

78.5 66.9 51.9

RaptorX (post-
CASP13)

80.8 69.0 58.1

Contact accuracy on 31 CASP13 FM Targets



CASP Progress on Contact Prediction
Courtesy of Dr. Andras Fiser

GaussDCA: 22%

RaptorX: 70.0%, now 80%

MetaPSICOV: 25.1%
Mainly due to algorithm 
improvement

Half due to algorithm 
improvement



Traditional neural network

Deep ResNet



CASP13 Distance Prediction Examples

predicted
predicted

nativenative

Reference:
Jinbo Xu. 
Distance-based protein folding powered by deep learning. 
PNAS 2019.



Build 3D models from distance (1)

Distance geometry (embedding):
– e.g., CNS: a program used to build 3D structures 

from experimental data
– Best suitable for experimental data which usually 

has small error

Taken from http://orion.math.iastate.edu/pidd/systemdescription.htm

http://orion.math.iastate.edu/pidd/systemdescription.htm


Build 3D models from distance (2)
Energy minimization:
• Convert predicted distance probability to statistical 

potential
• Minimize potential by conformation sampling and/or 

gradient descent

Potential=-log P(predicted distance)/background probability of distance

Reference:
F Zhao and J Xu. A Position-Specific Distance-Dependent Statistical Potential for 
Protein Structure and Functional Study, STRUCTURE 2012.



3D modeling accuracy on 32 CASP13 FM targets

TMscore of 1st model

AlphaFold (CASP13) 0.582
trRosetta (after CASP13) 0.618
RaptorX (after CASP13) 0.640

Reference: 

Jinbo Xu, Matthew Mcpartlon, Jin Li. Improved protein structure prediction 
by deep learning irrespective of co-evolution information. 
Nature Machine Intelligence, 2021



Deep Learning Can Predict Novel Folds

R² = 0.0223

0.3

0.4

0.5

0.6

0.7

0.8

0.9

0.3 0.4 0.5 0.6 0.7 0.8 0.9

Re
sN

et
 m

od
el

in
g 

qu
al

ity
 (c

o-
ev

ol
ut

io
n 

us
ed

)

target-training strcuture similarity (TMscore)

ResNet modeling quality vs. target-training structure similarity

32 CASP13 FM targets: average TMscore ~0.64; 26 targets have predicted 
models with TMscore>0.5



DL does not need many sequence 
homologs

y = 0.0467x + 0.4947
R² = 0.3276
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What’s the role of deep learning?

– Denoise/amplify co-evolution signal ?
– Can DL work without co-evolution ?



DL Can Predict Correct Folds Without 
Coevolution

R² = 0.1315
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T0969 (354AAs)

CASP13 FM targets; Average TMscore ~0.5; 18 targets have predicted 3D 
models with TMscore > 0.5



T0969



DL Can Predict Human Designed Proteins
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Modeling accurcy of ResNet without coevolution

designed proteins usually do not have coevolution 
or even evolutionary info



What’s Next?

• Use sequence and structure info better
 Self-supervised learning by Transformer (Facebook)
Template information (My group, DeepMind) 
 Learn sequence weights in an MSA (Kentaro Tomii, 

DeepMind)

• Better deep network architecture
ResNet + GAN (Haipeng Gong)
Replace direct-coupling analysis by ResNet(Dongbo Bu)
Transformer-like supervised learning



(1) ResNet --> Transformer
Facebook’s work:

DeepMind’s work:  a supervised Transformer-like network



(2) Integrate templates by DL

Started this idea in CASP13, but it took a long time to 
implement this idea well

Sequence information Sequence-template alignment Template information

Deep ResNet



Integrate Template by DL (Cont’d)

• Template-based modeling usually was the 1st

choice
• Now template-free modeling outperforms 

template-based for unless very good 
templates (e.g., seq id > 35%)

• Even on some targets with very good 
templates, template-free modeling is better



When Templates Useful?

• When templates have seq id >40%, use 
MODELLER or RosettaCM

• Bad templates are not useful and even 
harmful, e.g., HHblits E-value>0.01

• Likely useful when templates with HHblits E-
value <10^-5 and seq id < 35%, e.g., CASP13 
TBM-hard and some TBM-easy targets



T0966
492 AAs, but <200 seq homologs, good template seq id 25%

DL without template, GDT=27

DL with template, GDT=60

MODELLER with template, GDT=53



T1009
718 AAs, >13k seq homologs, good template 25% seq id

DL without template, GDT=60 MODELLER with template, GDT=62

DL with template, GDT=68
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co-evolution analysis

Deep Neural Network

Deep Neural Network

predicted interaction matrix

predicted local structure

3D Reconstruc

(3) Towards An End-to-End Workflow
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CASP Progress on 3D Modeling

~19 by Transformer
& End-to-End

~33 by ResNet

~17 by fragment 
& co-evolution



Summary
• Deep learning is powerful for protein folding

– ResNet has success rate over 80% 
– End-to-End Transformer-like network much better

• Can fold very large proteins much faster than before
• Outperforms template-based modeling unless very 

good templates are available
• Integrate templates to Deep Learning for better
• More innovations to be seen
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